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Abstract
The project aims to develop a domain-independent and adaptive approach

for scienti�c document classi�cation using both information from document con-
tents and citation links. We evaluate several content-based classi�cation meth-
ods including K-nearest neighbours, nearest centroid, naive Bayes and decision
trees and �nd that the naive Bayes outperform other when training set is suf-
�ciently large. Using phrases in addition to words and a good feature selec-
tion strategy such as information gain is found to improve system accuracy in
comparison with using words only. To combine citation links for classi�cation,
the project proposes two methods, linear labelling update and probabilistic la-
belling update. The two methods iteratively update the labellings of classi�ed
documents using categories information from neighbouring documents. Our
experiments on the two methods show that, combining contents and citations
signi�cantly improves the system performance.
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Chapter 1

Introduction

Document classi�cation (aka document categorisation or topic identi�cation), the task of as-
signing text documents to prede�ned categories, attracts much of research interest in recent
years. This is largely due to the increasing availability of tremendous amount of documents
in electrical format. Classifying documents from a collection into categories is helpful for
people to retrieve useful information more effectively and more ef�ciently

Research on document classi�cation dated back to early 1960s, and became more popular
in 1990s, when study in machine learning became active. Many machine learning methods
are applied to document classi�cation and are reported to gain an accuracy comparable
to human experts while no human intervention is required [38]. These methods generally
automatically train a classi�er from a set of pre-classi�ed documents, which are different
from knowledge engineering methods used in 1980s, where expert knowledge is required to
de�ne a set of classi�cation rules.

The set of pre-classi�ed documents used to build the classi�er is called training set. Dur-
ing training process, a set of discriminative characteristics, often from the document text,
are generated from the training set and encoded into the classi�er to produce classi�cation
rules. In research setting, another set of documents called test set, also pre-classi�ed, is used
to evaluate the performance of the classi�er. Each test document is fed to the classi�er, the
class assigned by the classi�er is compared with the true label of the test document. The rate
of matches is the measurement of the accuracy of the classi�er.

1.1 Issues & Motivations
Scientists spend much of their time reading papers related to their �elds of research. With
the increasing volume of scienti�c literature online nowadays, classi�cation of scienti�c
documents is becoming more and more important in research communities. A system of
automatic paper classi�cation and recommendation would be very helpful for scientists in
organising and collecting their paper database. Conference organisers, librarians and jour-
nal publishers would �nd such a system considerably useful in dealing with an enormous
number of papers submitted and published. It is obvious that, manual categorisation of
those documents is very time consuming and requires much of human effort. Thus, it is
essential to develop a scienti�c paper classi�cation system that can work automatically and
adaptively.

Several scienti�c paper search engines such as Google Scholar[2] and CiteSeer[1] pro-
vide very good tools for researchers for searching for scienti�c papers. However, searching
of papers on those engines are primarily based on keyword matching and therefore, a search
would often result in a large number of hits, majority of which may not be relevant to what
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users look for. A suggested solution to improve the search results is to categorise indexed
documents into prede�ned topics. Users can select the topics they are interested in when
performing a paper search. The search engines need to search for documents in selected top-
ics only. That mechanism not only reduces searching time as only documents in those topics
are searched but also produces more accurate hit list. Therefore, a scienti�c paper classi-
�cation system would be a signi�cant improvement for those scienti�c document search
engines.

Literature has shown many machine learning approaches for general document classi�-
cation. The most common methods are naive Bayes [21], k-nearest neighbours [42], nearest
centroid [13], decision trees [22], support vector machines [16], maximum entropy [29] and
neural networks [36]. However, their performances are reported differently, partly because
each method performs differently in different application domains. To build an effective sci-
enti�c document classi�cation system, these methods need to be examined in order to �nd
a suitable method for classifying scienti�c documents.

Generally, a classi�cation method needs to extract discriminative features from docu-
ments to train a classi�er. In document classi�cation, features are normally single words,
which can be extracted easily from documents. Nevertheless, in English many phrases rep-
resent meaning, especially many scienti�c terminologies are in compound words. It is sug-
gested that a number of phrases could be good features to identify topic of papers. How-
ever, extracting phrases is hard as computers cannot differentiate a phrase and a number
of consecutive words in documents. Furthermore, if any blocks of consecutive words are
considered as phrases, then not only the number of features is overwhelming but also noise
is introduced.

Scienti�c papers, different from general documents, do not exist in isolation but are
linked together by a citation network. A paper normally cites other related published papers
which are likely to have similar topics. In other words, the citations link similar papers to-
gether. Hence, besides information from document content, the citation structure provides
another source of clue that could be exploited for a better classi�cation. If we could combine
the document contents information and the citation information, it is expected that a better
classi�cation accuracy can be obtained in comparison with using content information only.

1.2 Goals
This research project aims to develop a domain-independent and adaptive approach to sci-
enti�c document classi�cation, primarily along the way of using one of the best existing
classi�cation methods as well as investigating ways to improve the system performance. A
number of commonly used machine learning methods for document classi�cation such as
k-nearest neighbours, nearest centroid, naive Bayes and decision trees will be implemented
and embedded into the system. To examine the performance of this system, a real world
scienti�c paper collection will be chosen as a test bed.

The speci�c goals of this research project are to:

• Evaluate a number of common document classi�cation methods to �nd out which one
is the most suitable for scienti�c documents.

• Examine the discriminative ability of phrases for document classi�cation. Particularly,
investigate an effective method to extract only useful phrases to avoid intractability
and to gain good classi�cation performance.

• Investigate the effectiveness of citation structure in scienti�c document classi�cation
and develop a system so that citation information can be combined with document
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contents. The combination system is expected to perform better than that of using
only content information for classi�cation.

1.3 Contributions
The project makes two major contributions in the �eld of information retrieval in general
and document classi�cation in speci�c:

1. The project shows that phrases from scienti�c document can be extracted and used as
features in addition to single words to improve a classi�cation system. It also presents
a method to select good phrases using information gain.

2. The project shows that citation links can be combined with document contents for
better classi�cation of scienti�c documents. We develop two methods, LLU and PLU,
to demonstrate the usefulness of citation links information.

Part of the project has resulted in a paper [5] to be presented in the Australian Joint
Conference on Arti�cial Intelligence, Sydney 2005 and to be published in the Lecture notes
in Arti�cial Intelligence by Springer.

1.4 Report Structure
The rest of the report is organised as followed.

• Chapter 2 introduces the background of current studies in machine learning and its
application to classi�cation problem. The chapter presents a review of document clas-
si�cation and current issues in the �eld.

• Chapter 3 describes the toolkit used for development and the notation used in this
report. It also describes the dataset used in this project and some preliminary pre-
processing of data.

• Chapter 4 shows our investigation of a number of content-based classi�cation strate-
gies on a real world scienti�c document corpus. The chapter also includes the investi-
gation of using phrases as features.

• Chapter 5 presents the our work on citation link structure exploitation for classi�ca-
tion. The two developed methods, linear labellings update and probabilistic labellings
update are presented.

• Chapter 6 summarises our work and describes areas for future research.
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Chapter 2

Background

This chapter overviews the current research in the �eld of document classi�cation, partic-
ularly machine learning approaches. Section 2.1 brie�y introduces the main concepts of
machine learning and pattern classi�cation. Section 2.2 surveys work on general document
classi�cation. Section 2.3 reviews works on document link mining for information retrieval.
Finally, section 2.4 summaries the chapter and discusses several issues in the �eld of docu-
ment classi�cation.

2.1 Machine Learning and Classi�cation
2.1.1 Machine Learning Overview
Machine learning is the study of designing of computer programs that can automatically
improve themselves with experience. More speci�cally, it concerns about the ability of ma-
chines to adjust their structures and/or parameters according to inputs or perceptions from
environment in order to achieve the best results for later computation. Machine learning has
been successfully applied to many applications such as fraud detection, speech recognition,
hand-written recognition, driving autonomous vehicles and games [28].

The necessity of machine learning arises from many real world problems that good so-
lutions might not be directly designed. For instance, the underlying principle of many tasks
are hidden or too complex and thus are not easy for human to encode into programs. How-
ever, if some examples of the tasks are available, a machine learning system would be able
to discover the hidden underlying principle or build an approximate solution that can solve
the problems at a satisfactory level.

Furthermore, as environment changes overtime, a static program may need to be re-
designed in order to solve the tasks. An adaptive machine would be desirable to reduce
human intervention. Machine learning is also often used in the area of data mining, where
the hidden patterns need to be drawn from a large amount of data.

There are three major types of machine learning. In supervised learning, teachers are avail-
able to give feedback to the learners. For example, for each given input, the corresponding
�real� output is given. The learner compares its output with the real output then adjusts
itself accordingly. In unsupervised learning there is no explicit teacher, i.e. a set of input is
available but no speci�c output values are available. The learner has to generate the natural
patterns from the input. Such examples of unsupervised learning are automatic cluster-
ing or image compression. The third type of learning is reinforcement learning, in which the
learner receives little or indirect feedback from the teacher. The learner has to learn from
reinforcement signal instead of being told by the teacher the exact actions what to do [37].
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2.1.2 Pattern classi�cation
Pattern classi�cation [35] is a sub�eld of machine learning. It concerns with the problem
of mapping data into prede�ned groups or classes based on data attributes. Pattern clas-
si�cation generally is supervised machine learning. A set of example, called the training
set, is manually labelled and used to train the classi�er. The training process gleans dis-
criminative characteristics of training examples in each category and encodes them into the
classi�er. The trained classi�er is evaluated on another labelled set of data called the test set.
The output of the classi�er on each test sample is compared with its true label to determine
the accuracy of the classi�er.

Prior to learning and classifying, a set of features need to be selected. Features are at-
tributes of data that could distinguish their classes. The feature values of each object are
then extracted to form a feature vector, which represents the object. The learner takes feature
vectors of training examples as input and the labelled output as feedback to train the clas-
si�er. The trained classi�er then takes feature vectors of unknown objects to compute their
classes.

2.2 Document Classi�cation
Document classi�cation is the process of analysing a corpus of documents and categorising
them into prede�ned classes re�ecting contents. The categorisation of documents would be
helpful for human for better information retrieval, management and access.

The studies of document classi�cation started in early 1960s when Huhn [23] and Borko
and Bernick [3] proposed statistical approaches for document topic identi�cation. Their
methods extracted keywords from documents and classi�ed them by analysing those key-
words against a controlled dictionary. While these methods gained some level of automation,
some human effort and domain knowledge were still required for the construction of the
controlled dictionary and keywords speci�cation.

During 1980s, most of work in the �eld concentrated on document categorisation based
on manual crafted decision rules or expert systems [10, 14]. Again, in those methods, expert
knowledge of each category is required and decision rules need to be manually designed.
Furthermore, they are not adaptive as when categories catalogue changes, expert must in-
tervene again.

From the early 1990s, most of research on document classi�cation turned to machine
learning which was reported to gain an accuracy comparable or some time better than man-
ual classi�cation while no human intervention was required [38]. A machine learning ap-
proach for document classi�cation involved in features selection, document representation
by feature vectors and classi�cation algorithms. This section reviews the most important as-
pects of machine learning approaches. From here on, the term document classi�cation refers
to document classi�cation using machine learning approaches.

2.2.1 Feature selection and document representation
Document classi�cation, like pattern classi�cation described in section 2.1, is supervised
machine learning. A set of manually labelled training examples are used to train a classi�er.
The classi�er reads a document in the feature vector forms.

To represent a document as a feature vector, feature selection and feature extraction need
to be done. This is to select discriminative attributes and extract them to form a feature
vector. The machine learning approaches for document classi�cation generally use single
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words as features. An unique word used anywhere in the corpus is corresponding to a
feature.

A feature vector of a document is a vector of weights dj = 〈wj1, wj2...wj|τ |〉 where wji is
the weight of feature i in document j and τ is the set of all features. There are several models
to extract features and form feature vectors. The most commonly used are bag of words and
set of words models. In bag of words model, the weight wji is the number of occurrences of
word i in document j, while in set of words model, wji is the boolean value representing
whether the the word i is in document j or not. The two representations, even being simple,
have been reported as good as other more complex representations [9].

As any unique words in the corpus are features, the number of features in a classi�cation
system is large and thus the feature space dimensionality is high. To reduce the feature space
dimensionality, several feature selection techniques are proposed to select only good features
for classi�cation. Generally, the �goodness� of each word for classi�cation is examined and
only �good� words are selected to be features. The measurements of �goodness� of words
are based on some statistics drawn from the training set. The simplest measurement is
document frequency, which considers the number of documents the word occurs in as the
strength of the word. The method, as reported by Yang and Pedersen [45] could reduce the
dimensionality by a factor of 10 without losing any accuracy.

The document frequency selection method, however, may consider commonly used
words as features even though they do not help to distinguish the document topic. For
example, words like �abstract� or �email� appear in many scienti�c papers, but they do not
tell anything about the topic of the papers. Instead of counting only the presence of words
in a document, the information gain feature selection method considers both the absence and
presence of a word in a document. The method, as expected, is reported to perform better
than document frequency. In fact, the performance of a classi�cation system slightly im-
prove when only 5% of words are selected by information gain [45]. Several other feature
selection methods such as chi-square (chi2) and mutual information are also shown to have a
comparable performance with information gain.

2.2.2 Classi�cation techniques
The most important component of a document classi�cation system is the classi�cation tech-
niques. This section presents a number of the most common methods used in the �eld.
These methods are naive Bayes, instance-based and decision trees classi�cation.

Naive Bayes classi�cation

The naive Bayes classi�cation computes the probability that a document with feature vector
dj belongs to class ci using Bayesian theorem as described by equation 2.1.

P (ci|dj) =
P (dj |ci)P (ci)

P (dj)
(2.1)

To compute the probability P (dj |ci), the naive Bayes assumes that all features in a doc-
ument are statistically independent (that is why the method is called �naive� Bayes). With
the independence assumption, the equation can be rewritten as

P (ci|dj) ∝ P (ci)
|τ |∏

k

P (wjk|ci) (2.2)

Section 4.2.3 describes the naive Bayes classi�cation technique in a greater detail.
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From the training set, the classi�er only needs to learn the probability P (wk|ci) for each
feature k. There are several event models to learn these probabilities from the training set
[21]. The binary independence model or multivariate Bernoulli model considers the existence of
a feature wk in a document as boolean value 1 and the absence as 0. In other words, this
model is suitable for set of words representation of documents. With this presentation, the
model loses the information about word frequency in documents.

On the other hand, the multinomial model captures the number of occurrences and thus
obtains more information for classi�cation. Experiments from McCallum and Nigam [25]
con�rmed that the multinomial model produces better classi�cation than the binary inde-
pendence model, especially when the number of features is large.

Instance-based classi�cation

In instance-based classi�cation, the classi�er simply stores the presented training data in-
stead of constructing a general, explicit target function. When a document needs to be clas-
si�ed, the classi�er examines its relationship with the stored training data to determine its
category. Therefore, instance-based classi�cations are normally called lazy learners as they
postpone processing until the category of an unknown document is queried.

Generally, the instance-based classi�cation de�nes a function to compute the similarity
between any two documents. The function to decide the similarity of two feature vectors
could be Euclidean distance [33], cosine distance [44] or Manhattan distance.

The most simplest example of instance-based is nearest neighbour where an unknown
document is classi�ed to the same class as the most similar document from the training set.
When the number of training examples is large, it makes more sense to select more than
one most similar documents from the training set for a better classi�cation. That is the idea
behind the k nearest neighbours method [41, 43].

Another method in the class of instance-based classi�cation is nearest centroid devel-
oped by Han and Karypis [13]. Rather than remembering all training examples, the classi-
�er represents each category by a vector, which normally is the mean of feature vectors of
all documents in that category. An unknown document is classi�ed to the category whose
representing vector is the most similar to the input document.

2.2.3 Decision tree classication
Document classi�cation using decision tree has been developed by Lewis and Ringuette
[22]. Decision tree classi�er uses a tree structure to decide the class of a document. Each
node of the tree is associated with a feature and the leaf nodes are labelled with classes.
A document is classi�ed by recursively traverse the tree to a leaf node and the category is
assigned based on the label of the leaf node reached. A more detailed description of decision
trees is presented in section 4.2.4.

2.2.4 Other classi�cation techniques
A number of other classi�cation methods are also proposed in document categorisation.
The support vector machines algorithm [16, 39] focuses on �nding the hyperplane that max-
imises the margin between classes. The method has the advantage of being able to handle
large number of dimensions, which is general the case for document classi�cation.

Ruiz and Srinivasan applied neural networks for document classi�cation [36]. They de-
veloped a back-propagation neural network and a counter propagation neural network [15]
for classi�cation. They reported that the back-propagation neural network generally per-
formed better.

8



2.2.5 Comparison of classi�cation techniques

There have been a number of studies on comparison of classi�cation techniques. However,
there are inconsistencies on the comparison of classi�cation techniques reported from many
studies. This is largely due to the fact that different studies use different dataset for the
comparison.

Yang and Liu [44] performed experiments on Reuter dataset, one of the standard bench-
marks often used, and reported that k nearest neighbours and support vector machines
methods are among the best classi�cation methods. They outperformed other methods such
that naive Bayes and neural networks.

Han and Karypis [13] used 23 different datasets for comparison among naive Bayes, k
nearest neighbours, decision trees and nearest centroid. Their research shows that, naive
Bayesian outperformed the other schemes in �ve out of the 23 datasets, decision trees did
better in one, the nearest centroid scheme did better in 17, whereas the k nearest neighbour
algorithm never outperformed the other schemes. Another study by Lewis and Ringuette
[22] on comparison between decision trees and naive Bayes reported that the two classi�ca-
tion methods were comparable.

The disparity between �ndings could possibly due to the fact that a classi�cation al-
gorithm may work differently on different datasets. The performance of a classi�cation
technique could depend on the characteristics of documents in the collection such as docu-
ment lengths, variety of words used etc and thus a method may work well on some dataset
but not on the others. Therefore, given a document corpus to be classi�ed, a classi�cation
algorithm must be carefully chosen to obtain the best results.

2.3 Document Links Mining
Scienti�c documents are linked together by a citation network. The connectivity nature of
documents hints that, there is extra information rather than document contents that can be
used for classi�cation. The integration of linkage information and content information are
expected to have a better classi�cation than using contents only.

Link analysis has been researched intensively since the birth of the world wide web.
Brin and Page exploited hypertext mining for PageRank, the technology behind the success
of Google [4]. Their method iteratively compute the �importance� of web pages to rank the
relevance of web pages which is used to prioritise search results. The anchor texts, i.e. texts
of the links are taken into consideration as they well describe the pages the links lead to.
Also, the rankings of pages are propagated through links in the PageRank system.

Chakrabarti et al. [6] explored the combining of words from connected documents into
the feature vector of a document for classi�cation. Their work showed that the naive use
of text form neighbouring documents even degrades accuracy of the classi�cation. Their
explanation for the decrease is that link information is noisy and the distribution of terms
from neighbouring document is not suf�ciently similar to the distribution of the �true� class.

Instead of using contents from neighbouring documents, they incorporated the category
information such as some initial guesses of categories. They then applied Markov random �eld
model to iteratively update the category of documents. To make calculation manageable,
they limited range of in�uence to 1 or 2 radius, which were equivalent to �rst and second
order Markov random �eld. The approach is shown to improve the classi�cation accuracy.

Another study by Oh et al. [30] reported similar �nding: naive incorporating contents
from neighbouring documents is generally not helpful while predicted class information is
helpful. Their algorithm for hyperlink mining limits the in�uence of neighbouring docu-
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ments to only trustable documents, which are documents similar enough to the target docu-
ment.

Recently, work from Getoor et al. [11] applied the relational model [40] for link mining
and Craven and Slattery [8] proposed combining statistical text analysis with a relational
learner such as FOIL [34].

The connectivity nature of scienti�c papers forms a graph in which vertexes are papers
and edges are citations. In recent years, many researchers focus on graphical models, a �eld
combining graph theory and probability theory for a model representing the interaction
between objects [18]. The model can represent the dependency among objects in the domain.
The Bayesian framework is applied in the model for probabilistic inference of properties of
objects. The important characteristic of the graphical model is that, a model can be learned
from some available data. Either the graph structure (e.i. the patterns of edges) or graph
parameters (e.i. quantitative dependency between objects) can be constructed by graphical
learning.

2.4 Summary
This chapter presents an overview of machine learning and pattern classi�cation and presents
a survey of the �eld of document classi�cation. It is noticed that,the performance of each
classi�cation method depends on the nature of the corpus. In order to have the best results
for scienti�c document classi�cation, a comparison of classi�cation algorithms needs to be
performed on a real world scienti�c paper collection.

Study on links mining in web pages recently reported promising results from combining
document contents and hypertext for classi�cation. It is expected that scienti�c documents,
which share the connectivity property, could achieve a similar improvement for classi�ca-
tion.

The study of links mining is relatively new and is an active area of research. Many
techniques from machine learning such as graphical model are mature to be exploited for
links mining, making the area an interesting and promising for research.
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Chapter 3

Notations, Preliminary Processing and
Dataset

This chapter presents an overview of some aspects of our development system and the
dataset used in our experiments. Section 3.1 presents the notations used throughout this
report and the toolkit used in our development. Section 3.2 shows some preliminary pre-
processing of data prior to classi�cation. Section 3.3 describes the dataset used in the exper-
iments.

3.1 Notations and Toolkit
The problem of document classi�cation can be stated formally as follows. Given a corpus
of documents (representing in feature vectors) D = {d1, d2, ..., dn} and a set of prede�ned
categories or classes C = {c1, c2, ...cm}, assign each of document dj to one of the classes ci.

More generally, a classi�er is a function φ from document domainD toRn where φ(dj) =
(sj1, sj1, .., sjn) and sji is the category score of document dj assigning to class ci. The docu-
ment dj will be assigned to the category which has the highest score:

C(dj) = arg maxi{sji} (3.1)
The category score vector Vj = (sj1, sj1, .., sjn) output from function φ, Vj = φ(dj) is

called the labelling of document j by function φ or by the corresponding classi�er. If a
document class is known, i.e. document from training set, we also de�ne the labelling of the
document as the vector Vj = (sj1, sj1, .., sjn) where sji = 1.0 if the document is in class i,
otherwise sji = 0.0.

The classi�er is trained by a set of training examples S. A good training set should
contain examples from all categories, so that the characteristics of all categories could be
extracted by the classi�er trainer. The training set S could be divided into disjoint sets Si,
which contains the set of training documents for class i.

S =
⋃

i

Si

∀i 6= j, Si ∩ Sj = ∅
(3.2)

The project is carried out using Mallet toolkit [26] developed by McCallum from Carn-
ergie Mellon University. The toolkit provides a framework for plug-and-play classi�cation
methods and some preprocessing of documents. Several classi�cation techniques such as
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naive Bayes and decision trees are included in the toolkit. However, the toolkit is incom-
plete and under construction. Many functionalities are added into the toolkit during the
development of the the project.

3.2 Preliminary Processing
Before documents are used they need to be pre-processed to convert into a format suitable
for the trainer and the classi�er. The pre-processing performed in a number of steps includ-
ing tokenisation, removal of stop words and stemming. Tokenisation is to divide the document
into word units. As the number of unique words taken from a corpus is large, removal of
stop words and stemming are used to remove non-informative words.

3.2.1 Tokenisation
As the information from contents of documents for classi�cation are taken from words, each
document needs to be divided into word units. The process is called tokenisation. Essen-
tially, documents are �rst read as a sequence of characters. Any non-alphabet characters
(spaces, punctuation, numbers etc) are not part of the words and thus are considered as
separators.

As most of scienti�c papers collected are parsed from PDF or PS format, there is noise
resulting from parsing. For examples, parsing images or formulae produce meaningless
text, most of them are one or two characters long. Most of English words are longer than two
characters and words having length of two or less are normally either noise or topic-neutral
and are not helpful for classi�cation. Therefore, only words longer than two characters are
retained.

3.2.2 Stop words removal
In documents, stop words are topic-neutral words such as this, that, our, they as they do
not contain information for classi�cation. They are contained in almost all documents and
knowing their absence or presence in a document does not help to identify the topic of the
document. Thus it is desirable not to include them in the feature list.

Apart from a standard stop word list included in the Mallet toolkit, we identify a number
of stop words in scienti�c document domain. Such words like �email�, �abstract� and �de-
partment� appear very frequently in scienti�c papers but do not help for topic identi�cation.
Any tokens of the document after tokenisation found in the stop word list are removed from
the document presentation. The complete list of stop words used in this project is presented
in Appendix A.

3.2.3 Stemming
Stemming refers to collapsing words having the same root, for example, words like report,
reporting and reported are considered as one word. At this stage, terms remained after previ-
ous steps are passed on to a Porter stemming [32] which uses a suf�x tripping technique to
unify words with the same root.

3.3 Dataset
For experiments throughout this study, we use Cora, a real world scienti�c paper corpus
collected by McCallum et al [27]. A subset of Cora collection is selected as a test bed for the
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project.
The test bed contains 4330 papers in seven subjects of machine learning: case based,

probabilistic methods, learning theory, genetic algorithms, reinforcement learning, neural
networks and rule learning. The proportion of papers in each topic ranges from 7% in rule
learning topic to 32% in neural network topic. After removal of stop-words and stemming,
the data set contain about 61000 words.

These papers are connected by a network of 12260 citation links. Examine the citation
network, we �nd that 65% of citations are between by papers of same class, while 35% of
citations are cross topic citation.

For each experiment, we randomly select an equal portion of the papers from each of
the seven categories for training a classi�er, and use the rest as the test set to evaluate the
classi�er. We carry out experiments on different training set sizes, which are 20%, 30%, 40%,
50% and 60% of the collection to examine the effect of each method. For the ease of notation,
we name each con�guration of data set as CORAXX where XX is the percentage of training
set. For example, the set CORA40 refers to using 40% of the collection as training set and
60% as test set.

Each con�guration of the system is tested 10 times on different set of training set and test
set. As an example, when experiment with training set of size 20%, on each run, the system
select randomly 20% of each class to make up the training set. The size of training set on
10 runs are the same but the documents selected are different. The mean accuracy of the 10
runs are recorded and reported.
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Chapter 4

Content-Based Classi�cation Methods

4.1 Introduction
This chapter aims to investigate the �rst two goals of the project, which are the evaluation
of some common content-based classi�cation methods for scienti�c documents, and explo-
ration of the use of phrases as features for classi�cation. The classi�cation methods we
investigated are k-nearest neighbours, nearest centroid, naive Bayes and decision trees.

For classi�cation using information from document contents, each document j is repre-
sented by a feature vector dj = 〈wj1, wj2...wj|τ |〉 where τ is a set of features and wji is the
weight of feature i in document dj . Following the discussion of document representation
models in section 2.2, we use bag of words model as it is expected to be better than set of words
model, especially it allows us to use multinomial event model for naive Bayes classi�cation
method. In this model, each unique word in the dictionary corresponds to a feature and the
weight wji re�ects the number of occurrences of word i in document dj .

The chapter is organised as follows. The four classi�cation algorithms are described in
Section 4.2. Section 4.3 shows our investigation of using phrases as features. Section 4.4
shows results from our work on content-based classi�cation and Section 4.5 concludes this
chapter.

4.2 Classi�cation Methods
4.2.1 K Nearest Neighbours Method
The k nearest neighbours (kNN) method [41] is an example of instance-based classi�cation
strategy. The idea behind the kNN method is relatively simple. A similarity measurement
between two documents is de�ned. The classi�er simply �remembers� feature vectors of all
documents in the training set. To rank categories of an unknown document dj , the classi�er
selects k (a prede�ned number) most similar (or nearest) documents to the input document,
and compute the weight of each category based on the labellings of selected documents.

The two important con�gurations for kNN are choices of the similarity measurement
and ways to compute the labelling of the input document from labellings of selected docu-
ments. The similarity measurement used in this project is cosine distance where the similarity
score between two documents dx and dy is computed as:

Sim(dx, dy) =
∑|τ |

i wxiwyi√∑|τ |
i w2

xi

√∑|τ |
i w2

yi

(4.1)
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The higher the score, the more similar two documents are. Therefore, the k nearest neigh-
bours of a document are those having k highest similarity scores.

The function to compute the score of an unknown document j assigning to class i is the
sum of scores of all nearest neighbours that are from class i. Formally, the elements of the
labelling of a document j is

sji =
∑

dt∈Si
Sim(dj , dt) (4.2)

where dt is one of the nearest neighbours of dj .
There are several problems of the kNN methods. The �rst problem is that, classi�cation

accuracy is badly affected by noise from the training set. The class of an unknown document
is determined by the set of its nearest neighbours only without any global information for
the true class. If some of its nearest neighbours are noisy, the document would has a high
chance to be misclassi�ed. It is desirable that noise is eliminated from the training set. The
second problem of kNN lies in the complexity of classi�cation. For each input document,
the classi�er has to compute its similarities to all of the training examples. A smaller training
set would make the classi�cation faster.

To improve kNN classi�cation, this project applies noisy pruning [41], a process to remove
noise as well as reduce the number of training examples. The documents in training set that
tend to misclassify will be removed. The classi�er is used to classify all documents in train-
ing set and the performance of each training example is recorded. This is done by keeping
track of the number of correct and incorrect decisions each training example makes. If the
ratio of incorrect decisions of a training example is over a threshold, the training example is
considered as noise and is removed from training set.

4.2.2 Nearest Centroid Method
The nearest centroid (NC) classi�cation method [13] is another instance-based strategy and
is quite similar to the kNN method described above. The difference is that, for each cate-
gory, the classi�er only needs to �remember� a centroid vector representing that category.
The centroid vector of a category is the summarisation of characteristics of that category
drawn from training set. To compute how close a document is to a category, the classi�er
needs only to compute the similarity between the document and the centroid vector of that
category. The centroid vector of each category is computed as the mean of feature vectors of
all documents belonging to that category in the training set.

ci =
1
|Si|

∑

dk∈Si
dk (4.3)

where Si is the set of training documents in class ci and ci is the centroid of that class.
There will be one centroid vector for each document category. The NC also de�nes a

similarity measurement of a document to a centroid, which is similar to that of kNN. The
classi�er ranks category scores of each unknown document by the similarity scores of that
document to the centroids of the classes/categories.

sji = Sim(dj , ci) (4.4)

Comparing with kNN method, the computational complexity of NC is much better on
classifying. The kNN classi�er has to compute the similarities of each unknown document
to all training documents while the NC method needs to compute the similarities to the
centroids only.
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4.2.3 Naive Bayes Method
The naive Bayes (NB) classi�cation has gained popularity in document classi�cation due to
its computational ef�ciency and competitive classi�cation accuracy. The framework of NB
classi�cation method bases on Bayes theorem, a well-known formula in probability theory.
The score of document dj in class ci is de�ned as the probability of a document in class ci
given the document representation dj , which is estimated as:

sji = P (ci|dj) =
P (ci)P (dj |ci)

P (dj)
(4.5)

where the event P (ci) is the short notation for P (C(dj) = ci). P (ci) is the probability that
a randomly picked document in class ci and P (dj) is the probability of a document having
representation as feature vector dj . The probability P (ci) is called prior probability as it
is the degree of belief about any document without any other information. P (dj |ci) is the
conditional probability representing the probability a document in class ci represented by
vector dj .

As the classi�er assigns the document dj to the class i which has the highest P (ci|dj)
and all P (ci|dj) with i = 1..m share the common denominator P (dj), we can omit the term
P (dj), which is generally referred to as the normalisation factor.

sji = P (ci|dj) =
P (ci)P (dj |ci)

P (dj)
∝ P (ci)P (dj |ci) (4.6)

One problem of the equation 4.6 is that, there are too many possible vectors dj and thus
the estimations of P (dj |ci) is problematic. To alleviate the problem, it is normally assumed
that in a document, each word is statistically independent to each other. The assumption is
normally referred as the independence assumption or the Naive Bayes assumption. That is the
reason why classi�cation using this assumption is called naive Bayes classi�cation.

To apply the multinomial model [25], we make two naive Bayes assumptions. These are
that the lengths of documents are independent of class and each word event is independent
of its context and position in the document. De�ne Njk to be the number of occurrences of
word wk in document dj and |dj | is the length of document dj , the multinomial distribution
of a document given its class is:

P (dj |ci) = P (|dj |)|dj |!
|τ |∏

k=1

P (wk|ci)Njk
Nik!

(4.7)

The independence assumptions allow us to compute P (wk|ci) separately. During train-
ing phase, P (wk|ci) are estimated as the counting of the occurrence of word k in class i. To
prevent zero probability from happening, the Laplace smoothing is employed by adding one
into the counting.

P (wk|ci) =
1 +

∑|Si|
j Njk

|C|+∑|C|l
∑|Sl|

j Njk

(4.8)

The prior probabilities P (ci) are estimated using maximum likelihood estimation:

P (ci) =
|Si|
|S| (4.9)

The categories scores of each input document are computed by equation 4.6, substituting
the relevant parameters by equations 4.9, 4.8 and 4.7.
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4.2.4 Decision Trees Method
A text decision tree (DT) classi�er [28] is a tree in which internal nodes are labelled by fea-
tures and leaves are labelled by categories information. The decision tree is trained and
constructed by selected features from the training set that can decide the category of a docu-
ment. The common technique of measuring the in�uence of a feature on the classi�cation of
a document uses information gain, an entropy-based measurement [28]. The weight of those
features in the feature vector of a document will recursively direct the document to traverse
the tree until a leaf is reached. The labelling associated with that leaf will be assigned to the
document.

The information gain of a feature measures the amount of information obtained for clas-
si�cation by knowing the presence or absence of that feature in a document [45]. The infor-
mation gain of a word wi from a document set S is de�ned as:

IG(w) = −
|m|∑

i=1

P (ci)logP (ci)+

P (w)
m∑

i=1

P (ci|w)logP (ci|w)+

P (¬w)
m∑

i=1

P (ci|¬w)logP (ci|¬w)

(4.10)

where:
- P (ci), i = 1..m is the probability that a document is in category ci. P (ci) is de�ned as

the proportion of set S in category ci.

- P (w) is the probability of a document containing feature w. Likewise, P (¬w) is the
probability that a document does not contain feature w.

- P (ci|w) is the conditional probability that a document is in category ci given that it
contains contain feature w. Similarly P (ci|¬w) is the conditional probability that a
document is in category ci given that it does not contains contain feature w.

The decision tree classi�er is trained by a divide-and-conquer technique. At the root of
the tree, the feature w1 of highest information gain on training set is selected. The training
set is partitioned into two sets such that in each set, all documents either contain or do not
contain feature w1. The two sets are associated with two sub-nodes of the root node. The
process is recursively performed in each sub-node until all documents in a node are the
same category or the tree reaches a maximum depth. The labelling attached to each node
re�ects the distributions of categories in that node.

4.3 Using Phrases as Features
The use of phrases as features in text documents has been described as �not uniformly en-
couraging� by Sebastiani[38]. Lewis [20] explained that, although phrases have superior
semantic quality, they have inferior statistical quality.

Nevertheless, it is observable that, many scienti�c terminologies are in compound words,
and they are sources of information to identify topics of papers. It is expected that using
phrases in addition to words could result in a better classi�cation system. The second goal
of this project is to explore the effectiveness of using phrases features for classi�cation.
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One of the dif�culties of the construction of phrases is that, computers do not understand
the semantic of words and phrases unless a dictionary is built in. Embedding a dictionary
of phrases into the system would require expert efforts as phrases for different �elds are
different.

One possible solution of the construction is that, phrases are constructed by any two
consecutive words (bigram) and added into the term set (term here refers to both word and
phrase). The resulting set of terms, undoubtedly, contains very large number of features,
but majority of them would be noise as the construction does not consider �real� compound
words. Using all of them as features does not only requires too much computation power
but also results in weak performance [38].

However, instead of selecting meaningful phrases to use as features, the classi�cation
system can select phrases that are discriminative. That is, the system does not need to know
whether a term (word or phrase) is meaningful or not. As long as a term can help to identify
the topic of documents, it is selected. It is desirable that the list of useful phrases can be
obtained by examining training set.

Fortunately, in the �eld of document classi�cation, there are techniques for feature selec-
tion or dimensionality reduction for selecting useful terms. The general idea of feature selection
is to remove non-informative terms and retain discriminative terms. Removal of stop words
is a trivial example of feature selection where the list of non-informative words are static
and built based on some heuristic prior to training of classi�er.

An adaptive approach to feature selection generally applies some statistical measure-
ment to determine the �goodness� of terms. Examples of those statistical measurements
are frequency thresholding, information gain, mutual information, χ2 statistic and term
strength. Work from Yang and Pedersen [45] showed that, several feature selection meth-
ods can dramatically reduce feature space dimensionality and thus improve training and
classifying time, but do not hurt the performance.

Examining some previous works on comparison of feature selection methods, this project
chooses information gain, which is reported as one of the best method for dimensionality
reduction [45]. The method measures the �goodness� of term based on information gain,
which is the same as one used in decision tree classi�cation described above (equation 4.10).
Terms with information gain less than a threshold are to be removed.

In summary, the approach used in this project for selecting phrases is that phrases are
�rst constructed by any two consecutive words and added to the term list. The information
gain of a term, either word or phrase, from the training set is computed as in equation 4.10.
Only terms with high information gain are retained to convert to the feature vector.

4.4 Results and Analysis
4.4.1 Classi�cation Methods
On the �rst experiment, we test the four classi�cation methods using all words in the corpus
as features. We perform each test on different con�gurations of datasets as described in
section 3.3. Those dataset con�gurations are CORA20, CORA30, CORA40, CORA50 and
CORA60 which respectively have 20%, 30%, 40%, 50% and 60% of the collection as training
set.

The performances of those classi�cation methods on �ve dataset con�gurations are shown
on Table 4.1. Figure 4.1 shows the results in bar charts for comparison among those classi�-
cation methods.

An interesting observation from the results shown is that, the performances of those
methods depend on the amount of documents in the training set. When a small training set
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is used, the instance-based classi�cation methods (kNN and NC) are superior to the others.
On the other hand, if the training set is suf�ciently large, the NB produces the best accuracy.

Classi�ers kNN NC NB DT
CORA20 73.63% 71.26% 58.01% 65.40%
CORA30 75.77% 72.45% 69.86% 67.66%
CORA40 76.91% 72.63% 73.45% 71.08%
CORA50 77.60% 73.04% 79.45% 72.07%
CORA60 78.46% 73.84% 81.97% 72.56%

Table 4.1: Performance of classi�cation methods.
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Figure 4.1: Comparison of classi�cation methods

Speci�cally, when a subset of only 20% documents is chosen as the training set(CORA20),
the kNN and NC can obtain accuracies of 73.63% and 71.26% respectively while NB and DT
classi�ers can only correctly classify 58.01% and 65.40% of test set. However, if about 2000
documents (in CORA50 con�guration) are chosen for training, the NB classi�er performs
slightly better than kNN. It outperforms all other classi�cation methods when a larger train-
ing set is used.

In general, the kNN is among the best classi�cation methods. It can work well in cases
of few training examples as well as many training examples. That is because in classi�ca-
tion phase, the classi�er needs a few known documents similar to the input document, and
determines the category of the input document based on them. If training examples are
uniformly distributed across the document space, a good accuracy is obtained.

The NC summarises the characteristics of each category in a centroid vector, which is the
mean vector of feature vectors of all training documents in that category. Again, if a small
but good training set is used, the centroids could be in good positions. However, if the
training set is enlarged, especially by documents from the same distribution, the centroids
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do not change positions much. Therefore, not much classi�cation improvement could be
obtained by a larger training set. The results from the experiment are an illustration of the
observations. The accuracy of a NC classi�er trained by 60% documents in the corpus (about
2600 documents) is not much better than that trained by 20% of corpus.

The NB classi�cation method is the best when trained by 60% of documents, but is the
worst when only 20% of documents are used as training set. Apparently, in NB approach
for document classi�cation using bag of words model, if a feature does not appear in any
of training documents, it is not considered for classi�cation, i.e. P (wk|ci) is not recorded
by the classi�er. Therefore, a large training set for NB is needed. The two instance-based
classi�cation methods discussed above, however, consider a feature not appeared in training
set as having value 0, and thus can work well with small training set.

The last classi�cation method, DT, does not seem to perform well in classi�cation of sci-
enti�c documents, despite being successfully used in many other classi�cation applications.
This could possibly because of the fact that, in document classi�cation, the number of fea-
tures is large. A decision tree encodes only a small number of features in decision nodes,
and thus much of information from other features, often there are many of them, is ignored.
That prevents DT from obtaining a good performance like the others.

4.4.2 Effectiveness of Using Phrases
This sub section presents the effectiveness of using phrases in addition to words as fea-
tures for classi�cation. As described previously, the project uses a bigram model to con-
struct phrases from the words sequence. The �naive� construction of phrases from the Cora
dataset results in a term set of 120000 terms, which is about 20 times bigger than the size of
using only words.

In the �rst experiment on using phrases, we do not include the dimensionality reduction
method. That mean all words and phrases are used as features. The results of the exper-
iment are shown in Table 4.2. Comparing the results with that of Table 4.1, an interesting
observation is drawn. The performance of all classi�cation methods except DT degrade.
The reason for the degradation of classi�cation accuracy when more features used is that,
the newly introduced features are noisy. Obviously any two words often cannot make up
a valid phrase. The DT method, however, slightly improves. As described above, the DT
does not use all features to construct the decision tree. Instead, it selects a number of high
information gain features only. Obviously, the more features to select the better performance
DT achieves.

Classi�ers kNN NC NB DT
CORA20 71.82% 70.60% 56.21% 69.02
CORA30 73.03% 72.38% 67.70% 70.73
CORA40 75.13% 72.84% 71.03% 72.27
CORA50 76.17% 72.89% 76.24% 73.89
CORA60 77.13% 73.36% 79.85% 75.30

Table 4.2: Performance of using all phrases

In the second experiment on using phrases, we reduce the term set to the size of the orig-
inal term set (words only). Only 5% the best information gain features are selected and used
for classi�cation. Obviously, terms removed might be invalid phrases or non-informative
words. The performances of those classi�cation methods with the selected features are pre-
sented in table 4.3. With this set of features, the accuracies of all classi�ers are better than
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using words only. The DT however, performs similarly to using all phrases, due to the
reason discussed above.

Classi�ers kNN NC NB DT
CORA20 78.18% 76.93% 62.21% 69.32
CORA30 79.43% 77.65% 71.70% 70.70
CORA40 80.42% 78.02% 76.48% 72.50
CORA50 81.29% 78.32% 81.84% 73.34
CORA60 81.82% 78.36% 84.85% 75.37

Table 4.3: Performance of using 5% of terms (words + phrases)

The results from the experiment clearly indicate that phrases are helpful for document
classi�cation. Using a term set of phrases and words produces better classi�cation than
using a words only set of the same size. That proves the discriminative ability of selected
compound phrases.

As using 5% of terms produces better performance for most classi�cation methods, we
further examine if a smaller set of only good features can further improve classi�cation
accuracy. A number of experiments on different ratios of features selected are carried out.
We found that, in general those classi�cation methods (not including DT) perform the best
when only 0.20% - 0.30% of all terms are used. Table 4.4 presents their accuracies with 0.25%
of terms selected. The results is interesting because the number of features is now 20 times
smaller than the number of words, but the performance is much better.

Classi�ers kNN NC NB DT
CORA20 79.38% 77.27% 62.31% 69.49
CORA30 80.00% 77.40% 71.90% 71.10
CORA40 81.44% 78.20% 76.48% 72.80
CORA50 81.95% 78.82% 82.04% 73.64
CORA60 82.02% 78.96% 84.65% 74.86

Table 4.4: Performance of using 0.25% of terms (words + phrases)

With adding of phrases to term set and using feature selection, the relative performance
of those classi�cation methods remains the same as using words only. In the dataset con-
�guration of small training set, the kNN is still the best while NB is superior to others with
large training set.

4.5 Summary
In this chapter, we describe our evaluation of several techniques for scienti�c document clas-
si�cation using information from document contents. We perform a comparison of a num-
ber of common classi�cation methods including kNN, NC, NB and DT. The use of phrases
as features is also investigated.

Our comparison of classi�cation methods shows that, the NB method outperforms oth-
ers when the training set is suf�ciently large. However, it performs badly on small training
set.

The kNN method is also among the best methods for scienti�c document classi�cation.
In the dataset con�gurations with large training set, it is inferior to only NB but outperforms
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the other two. It can produce the best classi�er from a small training set.
From the comparison, we �nd that, it is practical to use kNN when the number of la-

belled documents is small. If the number of available training examples is large, kNN also
produces good classi�cation accuracy but the classi�cation time would be very long as it
has to compare each unknown document to every training example. In this case, NB is a
good choice because not only it produces better classi�cation accuracy, but also its running
time is much shorter.

We designed a method to extract phrases from document contents. Phrases are con-
structed by bigram model that is, any two consecutive words form a phrase. We then apply
information gain feature selection method to select the best discriminative terms. Although
adding all phrases degrades classi�cation performance, selecting only �good� terms helps
all classi�cation method to achieve better performance. We also �nd that selecting only
0.20%-0.30% of terms from phrases and words set generally gives the best results.

There is a interesting question arise from this work. Our work and other work on com-
parison of classi�cation methods only compare them based on empirical experiments and
�nd that a method may work well on a dataset but not on others. Given a document cor-
pus, is that possible that we can analytically choose the best classi�cation method without
empirical experiment? In other words, whether or not we can identify the strengths and
weaknesses of a classi�cation method without experiments? The question would be inter-
esting for future research.
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Chapter 5

Improve Classi�cation Accuracy using
Citation Links

5.1 Introduction
In scienti�c papers domain, citations are clearly a rich source of information to identify topic
of documents. There is a correlation of topics between two citing documents. It is observable
that the topic of a paper is related to that of papers it links to. This feature suggests that,
information in the citation structure could help the classi�cation of scienti�c papers. This
chapter describes our investigation of combination of citation links and document contents
for scienti�c document classi�cation.

As reported by [6, 30], integration of contents of connected document is not helpful. In-
stead of using text from neighbouring documents (i.e. documents having links to or from),
this project explores the update of labelling of a document from the labellings of its neigh-
bouring documents. If the surrounding documents' categories of a document are known,
the class of that document can be derived from them. However, that is not always the case.
The set of labelled documents in the corpus is limited as labelling of document is expensive.
Instead of using �true� labelling, this project �rst applies one of the content-based classi�-
cation method to classify all documents in the corpus as a starting point. The labellings are
then updated to give a better classi�cation result.

As described in section 3.1, the labelling of each document dj by a classi�er is a vector
Vj = (sj1, sj2, ..., sjm) in which sjk is the likelihood of that paper in class ck. We need to
design an updating function F to update the labelling of a document from its neighbouring
labellings. De�ne Nj be the set of documents that connect with document dj , the general
form of the updating function F is:

Vj = F(Vj , Vj1, Vj2, ..., Vj|N |) (5.1)
or

Vj = F(Vj , Vk) (5.2)
for updating from an individual neighbour document dk.

As we want to combine the information from document contents and information from
neighbouring documents, the feature vector of a document now is dj = (Tj , Ni) where Tj is
the text information and Nj is the neighbouring information.

We developed two methods for updating labellings in this project. The �rst one lin-
ear labelling update described in Section 5.2, de�nes a linear function to combine labellings
of neighbouring documents. Sections 5.3 presents the second method, probabilistic labelling
update which is based on Bayesian networks to de�ne the updating function. Section 5.6
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shows results from those methods and presents our discussions. Section 5.8 summaries this
chapter.

5.2 Linear Labelling Update
The rationale behind the linear labelling update (LLU) is that, the information to identify
topic of paper comes from the document itself and its neighbouring documents. Therefore,
the labelling of a document is the combination of its own labelling (output from a content-
based classi�er) and labellings of connected documents. The method assumes that, each
neighbouring document has an equal in�uence on the document. The updating function
therefore adds a fraction of those labellings into the document's labelling.

Vj = (Vj + η
∑

k:dk→dj
Vjk) (5.3)

where the updating rate η is a parameter that re�ects the in�uence of linked papers. The
higher η the more in�uence of the categories of neighbouring documents on the target doc-
ument.

The updating procedure is performed iteratively until the labellings of all documents in
the corpus become stable, i.e. the change of labellings is small enough.

5.3 Probabilistic Labelling Update
There are several limitations of the LLU approach above. Firstly, the model is static; the
inference is dependent on the parameter η. The system may work well in some parameter
values but may fail in other. Deriving a good parameter value requires an empirical search
and the parameter value found is unlikely to be optimal. It would be desirable if parameters
can be learnt from the training set. Secondly, the model is rather �naive� and may not
capture the dependency well.

The dependence among documents in the corpus is presented by citation links. The ci-
tation structure can be modelled as a directed graph in which vertexes are documents and
edges are citation links. As a paper can only cite other papers already published, there
should not be a circle in the graph. The graph is similar to Bayesian network or belief net-
work [31]. Therefore, it is suggested that Bayesian network can be used to model citation
link structure. We call the method derived the Baysian network probabilistic labelling up-
date (PLU).

5.3.1 Modelling Citation Links by Bayesian Network
Bayesian network is a directed graph representing dependencies among random variables
[12]. Each node in the graph represents a random variable. An edge from nodeX to node Y
represents dependency in the form of conditional probability P (X|Y ). In this case, variable
X is said to be a parent of variable Y . Each node is associated with a conditional probability
distribution P (X|parents(X) that represents the effects of the parents on the node.

A Bayesian network allows calculation of the probability of some node given that some
others nodes are observed. The well-known algorithm for exact inference in Bayesian net-
work is probability propagation or sometime called sum-product algorithm or message passing
[31, 18, 46, 7]. The idea behind the algorithm is that, belief is passed across the network to
update probabilities of unobserved nodes.
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If the graph is a poly-tree i.e. between any two nodes, there is at most one undirected
path, the complexity of exact inference in Bayesian network is linear to the size of the net-
work. However, in most cases, the network is multiply-connected, inference is NP-hard
[37]. If that is the case, several tractable approximate inference methods could be used.
Messages are still �sent anyway� between any two nodes which introduces some impreci-
sion or Monte Carlo method [24] is used to generate samples from the distributions in the
network.

From the above observation, this project models the link citation by a Bayesian network.
An example of the network is shown in Figure 5.1. There are two types of nodes in the
network. Each round node represents a document, whose category is directly in�uenced by
its text and other neighbouring documents. A square node represents the text of a docu-
ment. Parents node of a document are its text node and other documents that is cited by the
document.

For the example, in Figure 5.1, document d3 cites documents d1 and d2. Therefore, its
parents are its text node T3 and two document nodes d1 and d2. Document d3 in turn, is the
parent of documents d4 and d5 as it is cited by those two.
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Figure 5.1: A sample citation Bayesian network.

In the citation Bayesian network described above, the text nodes are observed. As a text
node has no parent node and only a child node, it sends probability message to is child node,
which is the document having it as content. Each document, upon receiving belief proba-
bility from its text node, sends messages to its parents and its children document nodes. A
detail of inference in Bayesian citation network is described in next sub section.
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5.3.2 Inference in Citation Network
Assume we need to �nd the likelihood of a document dj belonging to class ci, P (dj = ci)
(a short notation for P (C(dj) = ci)) based on available information from its text Tj and
citation information Nj . We rewrite Bayesian rule from equation 4.5, but now dj includes
text information Tj and neighbouring information Nj :

P (dj = ci|Tj , Nj) =
P (Tj , Nj |dj = ci)P (dj = ci)

P (Tj , Nj)
(5.4)

Again we make another independence assumption, which states that, in a document, the
content T and the neighbouring N are statistical independent. The independence assump-
tion is interpreted by the equation:

P (Tj , Nj |dj = ci) = P (Tj |dj = ci)P (Nj |dj = ci) (5.5)

We also can cancel out the normalisation factor 1
P (Tj , Nj)

(as in equation 4.6), equation
5.4 can be written as:

P (dj = ci|Tj , Nj) ∝ P (Tj |dj = ci)P (Nj |dj = ci)P (dj = ci)
= P (Tj |dj = ci)P (dj = ci)P (Nj |dj = ci)
= P (dj = ci|Tj)P (Nj |dj = ci)

(5.6)

P (dj = ci|Tj) is the probability of document dj in class ci given its content. The prob-
ability is exactly the category score computed by a content-based classi�er. Therefore the
improvement would be obtained by multiplying with P (Nj |dj = ci).

If we further assume the independence among information from each neighbouring doc-
uments nk given dj , we can write P (Nj |dj = ci) as

P (Nj |dj = ci) =
∏

k:dk→dj
P (nk|dj = ci)

=
∏

k:dk→dj

P (dj = ci|nk)P (nk)
P (dj = ci)

=
∏

k:dk→dj

P (dj = ci, nk)
P (dj = ci)

(5.7)

where dk is in the set of neighbouring documents of dj and nk is the information dj obtains
from dk.

The node dk is actually not observed. In fact, it can be computed by information from
its text node, which is equivalent to P (dk = ci|Tk), and its neighbouring P (dk = ci|Nk). In
other words, the categories information of dk is obtained from the content-based classi�ca-
tion and labelling updating from its neighbour. dk itself does not generate information but
encapsulate all messages it receives and passes on to dj . Suppose messages received by dk
are from some sources of evident ek (which are Tk and Nk as shown on Figure 5.2), message
nk from dk to dj is actually is ek. Therefore we have

P (dk|ek) = P (dk|Tk, Nk) (5.8)
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Figure 5.2: Information from dk to dj

and

P (dj = ci, nk) = P (dj = ci, ek) (5.9)

As can be seen from Figure 5.2, information from ek is sent to dj via dk. Therefore, the
joint probability P (dj = ci, ek) can be factored as

P (dj = ci, ek) =
∑

l

P (dj = ci, dk = cl, ek)

=
∑

l

P (dj = ci|dk = cl)P (dk = cl|ek)P (ek)

=
∑

l

P (dj = ci|dk = cl)P (dk = cl|Tk, Nk)P (ek)

(5.10)

where l are all possible values of class cl.
P (ek) is again the common factor for all categories ci and thus can be normalised. Plug

equation 5.10 into equation 5.7 and equation 5.6, we obtain:

P (dj = ci|Tj , Nj) ∝

P (dj = ci|Tj)
∏

k:dk→dj

∑
l P (dj = ci|dk = cl)P (dk = cl|ek)P (ek)

P (dj = ci)

= P (dj = ci|Tj)
∏

k:dk→dj

∑
l P (dj = ci|dk = cl)P (dk = cl|Tk, Nk)P (ek)

P (dj = ci)

∝ P (dj = ci|Tj)
∏

k:dk→dj

∑
l P (dj = ci|dk = cl)P (dk = cl|Tk, Nk)

P (dj = ci)

(5.11)

In the above formula, P (dj = ci|Tj) is calculated from the embedded content-based
classi�cation. P (dk = cl|Tk, Nk) is the previous calculation on dk. The term P (dj = ci|dk =
cl) and P (dj = ci) can be learned from training set.

5.3.3 Learning the Model
The independence assumption we made above makes learning the network easier. Instead
of learning the full conditional probability distribution P (dj |parent(dj)), the model needs
only to learn the distributionP (dj = ci|dk = cl) that can applied to all citations dependences.
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As a citation link can be either in-link (cited) or out-link (citing), we need to estimate two
conditional probability distributions, one for the case dj cites dk) and one dj is cited by dk).
Each distribution is a matrix |C| × |C|. The entry (i, l) of the in-link matrix is estimated from
training set by the maximum likelihood estimation:

in-linkil = P (dj = ci|dk = cl)

=
Lli∑|C|
k Llk

(5.12)

where Llk is the number of citation links from a document in class cl to ck.
Similarly, the matrix out-link is also estimated as:

out-linkil = P (dj = ci|dk = cl)

=
Lil∑|C|
k Lkl

(5.13)

Finally, the prior probability is estimated as similar to equation 4.9:

P (dj = ci) =
|Si|
|S| (5.14)

5.3.4 Probabilistic Labelling Update Summary
The classi�cation system using PLU is summarised as follows:

• Train the classi�er using content-based classi�cation method as described in Chap-
ter 4. Following the discussing of PLU, the reasonable content-based classi�cation
method should be NB as the PLU assumes the category scores from content-based
classi�cation is P (dj = ci|Tj), which is exactly the output of the NB classi�er.

• Use the training set to learn the parameters of the Bayesian citation network as de-
scribed by equations 5.12, 5.13 and 5.14.

• Apply the content-based classi�cation to classify unknowns documents. More specif-
ically, calculate category scores sji = P (dj = ci)|Tj) for each document dj .

• Iteratively update the labellings of all unknowns documents using equation 5.11. The
update process terminates when the system converge i.e. the changes of labelling is
small enough.

5.4 Update Modes
The two discussed updating functions LLU and PLU show how information is obtained
from neighbouring documents to integrate with existing labelling of a document. There are
two variations of update mode which specify at a time, information from which neighbour
document(s) to be incorporated. They are batch update and information exchange, which are
described in the next two sub sections. The two modes seem similar, but they turn out to
have different effect on the classi�cation systems.
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5.4.1 Batch Update mode
In batch update mode, the labellings of ALL neighbouring documents are incorporated at
once. In other words, the updating function computes the labelling of one document before
doing so of of another. The pseudocode for the batch update is:

foreach document dj
foreach document dk neighbouring with dj

Vj = F (Vj , Vk)

5.4.2 Information Exchange
In contrast to batch update mode, in information exchange mode, the updating function
incorporates labelling from one neighbour document only. When document dj is updated by
labelling from document dk, labelling of dk is also updated by labelling of dj . The updating
is similar to exchanging information between the two neighbouring documents.

foreach citation di → dk
Vj = F (Vj , Vk)
Vk = F (Vk, Vj)

5.5 Experiment Setup
From the content-based classi�cation methods described in chapter 4, we choose naive
Bayes classi�cation method as the baseline due to the following reasons:

• NB is among the best content-based classi�cation methods, especially with suf�ciently
large training set, as shown in Chapter 4.

• NB is computationally cheap, in terms of both training and classifying. It would be a
practical choice for classi�cation of large document collections.

• The underlying foundation of NB bases on Bayes theorem, which is also the founda-
tion of the PLU method.

Similar to experiments in the previous chapter, each experiment is performed in different
dataset con�gurations CORA20, CORA30, CORA40, CORA50 and CORA60.

As this experiment involves in training classi�er using citation link, and to make the
training set realistic, only citations between documents in training set are used. If a docu-
ment in training set has a citation link with some other document not in the training set, the
link is not used for training. However, the link may later be used to propagate information
to the unknown document.

The training set is used to train a content-based NB classi�er, as described in Chapter 4
and train the Bayesian citation network. The content-based NB classi�er �rst classify the test
set so that every test document has an initial labelling. One of the labelling update methods
is then applied to update labellings iteratively . Each updating method is tested in both
batch update and information exchange modes.

In order to apply LLU for labelling update, a value for the updating rate parameter η
need to be speci�ed. Getting an optimal value for η requires some empirical experiment.
We run LLU using various values of η and record the performance of each of them. The
values used in our experiments are η = .05, .10, .15, .20, .25, .30, .35 and .40.
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5.6 Results and Discussion
This section presents the results of combination of text information and citation link for
scienti�c document classi�cation. We present the results of LLU and PLU in the next two
sub sections, follow by a comparison of the two methods.

5.6.1 Results of LLU
We experiment LLU in different updating rates. Their results are shown in two tables 5.1
and 5.2. Tables 5.1 show the performance of LLU using information exchange mode and
tables 5.2 presents that of using batch update mode. On each table, the left most column
shows the con�guration of dataset, which speci�es the size of the training set. The results of
each setting are shown in three columns. The �rst column shows the mean accuracy of the
classi�cation system. The second column shows the improvement in accuracy in compared
with using only NB for content-based classi�cation and the last column shows the number
of average iterations for the labelling updating process to converge.

Dataset η = 0.05 η = 0.10 η = 0.15 η = 0.20
Acc. Impr. Iter. Acc. Impr. Iter. Acc. Impr. Iter. Acc. Impr. Iter.

CORA20 78.42% 20.41% 55 78.29% 20.28% 52 78.22% 20.21% 35 78.04% 20.03% 27
CORA30 80.28% 10.42% 36 80.13% 10.27% 32 79.90% 10.04% 25 79.80% 9.94% 17
CORA40 81.76% 8.31% 25 81.55% 8.10% 22 81.30% 7.85% 18 81.15% 7.70% 14
CORA50 82.77% 3.32% 20 82.59% 3.14% 18 82.42% 2.97% 13 82.23% 2.78% 11
CORA60 84.14% 2.17% 15 84.08% 2.11% 13 84.08% 2.11% 9 83.87% 1.90% 8
Dataset η = 0.25 η = 0.30 η = 0.35 µ = 0.40

Acc. Impr. Iter. Acc. Impr. Iter. Acc. Impr. Iter. Acc. Impr. Iter.
CORA20 77.87% 19.86% 20 77.57% 19.56% 18 77.43% 19.42% 16 77.23% 19.22% 15
CORA30 79.75% 9.89% 16 79.66% 9.80% 14 79.62% 9.76% 11 79.51% 9.65% 10
CORA40 81.04% 7.59% 12 80.89% 7.44% 12 80.71% 7.26% 8 80.53% 7.08% 7
CORA50 82.04% 2.59% 8 81.91% 2.46% 9 81.76% 2.31% 6 81.70% 2.15% 5
CORA60 83.74% 1.77% 5 83.61% 1.64% 4 83.49% 1.52% 4 83.42% 1.45% 3

Table 5.1: Improvement by LLU using information exchange mode.

Dataset µ = 0.05 µ = 0.10 µ = 0.15 η = 0.20
Acc. Impr. Iter. Acc. Impr. Iter. Acc. Impr. Iter. Acc. Impr. Iter.

CORA20 62.01% 4.00 % 16 62.02% 4.01 % 14 62.02% 4.01 % 12 61.99% 3.98 % 10
CORA30 73.97% 4.11 % 13 73.96% 4.10 % 11 73.95% 4.09 % 10 73.96% 4.10 % 7
CORA40 77.25% 3.80 % 10 77.04% 3.59 % 9 77.02% 3.57 % 8 77.02% 2.57 % 6
CORA50 81.83% 2.38 % 9 81.62% 2.17 % 8 81.59% 2.14 % 6 81.60% 2.15 % 5
CORA60 83.67% 1.70 % 6 83.68% 1.71 % 6 83.65% 1.68 % 5 83.66% 1.69 % 4
Dataset η = 0.25 η = 0.30 η = 0.35 η = 0.40

Acc. Impr. Iter. Acc. Impr. Iter. Acc. Impr. Iter. Acc. Impr. Iter.
CORA20 62.05% 4.04 % 10 62.04% 4.03 % 9 62.04% 4.03 % 8 62.01% 4.00 % 7
CORA30 73.96% 4.10 % 6 73.96% 4.10 % 7 73.94% 4.08 % 6 73.93% 4.07 % 5
CORA40 76.90% 3.45 % 5 77.03% 3.58 % 5 77.01% 3.56 % 5 76.98% 3.52 % 4
CORA50 81.41% 1.96 % 4 81.57% 2.12 % 5 81.57% 2.12 % 5 81.21% 2.06 % 4
CORA60 83.61% 1.64 % 4 83.65% 1.68 % 4 83.62% 1.65 % 3 83.51% 1.54 % 3

Table 5.2: Improvement by LLU using batch update.
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In general, experiments show that LLU with any settings always improves the classi-
�cation system. Particularly, on CORA20 dataset, LLU with information exchange update
mode improves the classi�cation by 20% (from 58.01% to 78.42%). However, the improve-
ment is less in the dataset with larger training set. This is because the performance of the
content-based NB classi�cation performs well on large training set.

Examining LLU with various updating rates, we observe that smaller updating rates
tend to produce better classi�cation accuracy. However, the tradeoff is that they require
more iterations to converge. As shown on the �rst row of table 5.1, the LLU using informa-
tion exchange mode and η = .05 takes on average 55 iterations to gain 20.41% while that of
η = .40 converges after average 15 iterations and gains 19.22%.

The information exchange update mode is shown to perform much better than batch
update mode. On CORA20 dataset and η = .05, LLU with information exchange mode
can increase the accuracy 20.41% while that with batch update can improve only 4.00%.
However, the batch update results in a faster convergence. For example, the above setting
for batch update converges after 16 iterations while that using information exchange mode
takes 55 iterations.

5.6.2 Results of PLU
Table 5.3 shows results of PLU with both information exchange and batch update modes.
The format of the table is similar to the two tables described in the previous sub section.

Dataset Information exchange Batch update
Acc. Impr. Iter. Acc. Impr. Iter.

CORA20 69.06% 11.05 % 250 69.74 % 11.73 % 186
CORA30 80.06% 10.20 % 187 78.95 % 9.09 % 153
CORA40 81.69% 8.24 % 155 80.95 % 7.50 % 81
CORA50 82.70% 3.25 % 110 82.03 % 2.58 % 75
CORA60 84.15% 2.18 % 75 83.50 % 1.53 % 62

Table 5.3: Improvement by PLU

One observation of the PLU method is that, it updates in information exchange node
always converges, while PLU using batch update results in several divergences, i.e. the
updating method does not converge in a number of cases. The divergent cases make up
40% of all experiments. The results of PLU using batch update shown on table 5.3 are based
on the convergent cases only.

The PLU method also produces signi�cant improvement of classi�cation accuracy when-
ever it converges. On CORA20 dataset, an improvement of more than 11% is gained from
both update modes.

The goodness of information exchange update mode is again con�rmed by the PLU
updating method. In most cases, PLU with information exchange performs slightly better
than that with batch update. It is also worth reminding that the PLU with batch update is
not reliable as it fails to converge in a number of cases.

5.7 Comparison between LLU & PLU and further discussion
Table 5.4 shows the comparison of the best results in terms of classi�cation accuracy of the
two methods LLU and PLU. The best results of LLU are taken when updating rate η = 0.05
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and update mode is information exchange mode. The best results of PLU are also from
information exchange update mode.

Dataset LLU PLU
Acc. Impr. Iter. Acc. Impr. Iter.

CORA20 78.42% 20.41% 55 69.06% 11.05 % 250
CORA30 80.28% 10.42% 36 80.06% 10.20 % 187
CORA40 81.76% 8.31% 25 81.69% 8.24 % 155
CORA50 82.77% 3.32% 20 82.70% 3.25 % 110
CORA60 84.14% 2.17% 15 84.15% 2.18 % 75

Table 5.4: Comparison of LLU and PLU.

Comparing the two methods, we see that they perform comparably in case the content-
based classi�cation performance is signi�cantly good. On dataset CORA30, the accuracy
of the naive Bayes content-based classi�er is 79.86%, both methods improve the accuracy
to more than 80%. A similar observation is for dataset CORA60, where both combination
systems can reach accuracy of 84.14%.

However, when the content-based classi�cation accuracy is low the LLU can produce
much better improvement. Particularly, on CORA20 dataset where the content-based clas-
si�er can obtain an accuracy of only 58.1%, the improvement obtained by LLU is 20.41%,
almost double the improvement by PLU, which is only 11.05%.

Not only having better performance on some datasets, the LLU converge much faster
than PLU in all experiments carried out. On CORA20 dataset, the PLU takes an average 250
iterations to converge while the LLU iterates only 55 times. On another dataset, CORA60,
the average number of LLU is 15, much smaller than 75 iterations of PLU

While PLU does make improvement, the improvement is not as big as expected. It does
not perform better than LLU which is a very simple model. We are expecting that, the
message passing �send message anyway� causes imprecision of information passing. It is
expected that some exact inference algorithms such as junction tree [19], cutset conditioning
[18] or clustering [37] would perform better in information propagation.

The improvement of performance by combination of document contents and citation
links con�rms that citation structure is helpful for scienti�c document classi�cation. A good
model to exploit the citation structure would signi�cantly improve the classi�cation system.

5.8 Summary
In this chapter, we show that citation link can be combined with document content to im-
prove classi�cation performance. We described two methods to integrate the citation link of
scienti�c documents with a content-based classi�cation method. The two developed meth-
ods, LLU and PLU are shown to signi�cantly improve the scienti�c document classi�cation.

Given an updating method, the update mode does matter in system performance. In
general, the information exchange update mode performs better than batch update. Partic-
ularly in PLU method, batch update tends to be less reliable as it results in divergence in a
number of cases.

For future work, we will investigate other models for citation link structure. Particularly,
other machine learning approaches such as neural networks and genetic programming will
be investigated. We will also consider a novel training architecture in which the link citation
trainer used outputs of the content-based on training set as training data.
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The probability propagation mechanism in PLU in this project is simpli�ed to �send
anyway� for tractability. That inevitably results in loss of precision of probability. This
suggests that a more precise probability propagation could be applied to gain better per-
formance Such inference algorithms are junction tree, cutset conditioning and clustering.
Alternatively, some approximation inference such as Monte Carlo [24] and variational ap-
proximation [17] could also be applied.

The iteration on Bayesian network suggests the inference on Bayesian network over time.
That leads to a possible direction for future works to apply a temporal model for labellings
update. A Hidden Markov model, or more generally, a dynamic Bayesian network could be
the candidate for citation modelling.
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Chapter 6

Conclusions

This chapter presents the main conclusions of the project and describes several directions
for future work.

6.1 Main Conclusions
The project's overall goal is to develop an adaptive approach for scienti�c document classi-
�cation. Speci�cally, it aims to make the best use of available information for a high perfor-
mance classi�cation system.

The project investigates both document contents and citation links as sources of infor-
mation for classi�cation. For content-based classi�cation, it evaluates a number of the most
common classi�cation methods to �nd the most suitable one. It also examines the discrim-
inative ability of phrases for classi�cation. For citation link exploitation, the project de-
veloped two methods to combine citation link information with content information. The
following two subsections summarise the achievements of this research.

6.1.1 Content-based classi�cation

In the investigation of using document contents for classi�cation, the project evaluates a
number of common document classi�cation methods, namely K-nearest neighbours, nearest
centroid, naive Bayes and decision trees. They are thoroughly tested on real world scienti�c
document datasets using training sets of different sizes.

The evaluation shows that, among the tested methods, the naive Bayes and K-nearest
neighbours methods are among the best. In order to use the naive Bayes method effectively,
the training set need to be suf�ciently large. The K-nearest neighbours performs well in any
size of training set but would suffer in terms of speed if the training set is too large.

The project also �nds that, phrases are useful for classi�cation. A naive use of phrases
degrades the classi�cation system but selective phrases used together with words could im-
prove classi�cation accuracy. The project demonstrates the usefulness of phrases by show-
ing that, a feature set of good phrases and words performs better than another feature set of
words only with the same size.

Furthermore,the information gain feature selection is found to be able to get rid of the
majority of terms while gaining some improvement in performance. In this project, the
construction of phrases using bigram model increases the feature space dimensionality to
20 times higher, but selecting only 0.25% of the total features, which is equivalent to only 5%
of the original number of features, produces a better classi�cation performance.

37



6.1.2 Combining document contents and citation structure
Our investigation of citation links shows that citation structure can be combined with one
of the content-based classi�cation method. Our framework for combining document con-
tents and citation links includes a content-based classi�er and an updating function. The
labellings of papers computed by the content-based classier are iteratively updated by the
updating function using categories information from neighbouring documents.

We developed two labelling updating methods, linear labelling update(LLU) and prob-
abilistic labelling update(PLU). The LLU method updates the labelling of a document by
adding the labellings of its neighbours multiplied by a constant. The PLU applies the
Bayesian network to model the citation structure and uses message passing algorithm for
propagate category information around the citation network.

The two methods are found to signi�cantly improve the classi�cation system. Generally
the two updating methods are comparable, but when the accuracy of the content-based
classi�er is low, the LLU performs better than PLU.

6.2 Future Work
While the project does achieve its goals, there is much room for further development. Some
of possible directions to be considered are:

• The strengths and weaknesses of each content-based classi�cation method is exam-
ined. The objective is, given a document corpus, a good classi�cation method could
be chosen analytically rather than empirically.

• The success of PLU suggests that the hidden characteristics of citations can be learned.
Some other learning approaches such as neural network or genetic programming could
be investigated to learn the citation structure.

• The inference approach currently applied by PLU, which is �send message anyway�,
is not generally considered good in Bayesian network inference as it introduces impre-
cision and divergences. Other more reliable inference algorithms such as junction tree,
cutset conditioning and clustering could be investigated to design a better updating
mechanism.

• Instead of using message passing algorithm, an approximate inference algorithm could
also be used. Some examples of these are sampling, variational methods and loopy
propagation.

• A number of temporal approaches such as hidden Markov model or dynamic Bayesian
network are suggested to be used for modelling the citation structure.
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Appendix A

List of stop words

able
about
above
abstract
according
accordingly
acknowldegment
acknowldegments
across
actually
after
afterwards
again
against
all
allow
allows
almost
alone
along
already
also
although
always
among
amongst
and
another
any

anybody
anyhow
anyone
anything
anyway
anyways
anywhere
apart
appear
appreciate
appropriate
are
around
aside
ask
asking
associated
author
available
away
awfully
became
because
become
becomes
becoming
been
before
beforehand

39



behind
being
believe
below
beside
besides
best
better
between
beyond
both
brief
but
came
can
cannot
cant
cause
causes
certain
certainly
changes
clearly
com
come
comes
concerning
conclusion
conclusions
consequently
consider
considering
contain
containing
contains
corresponding
could
course

currently
de�nitely
department
described
despite
did
different
does
doing
done
down
downwards
during
each
edu
eight
either
else
elsewhere
email
emails
enough
entirely
especially
etc
even
ever
every
everybody
everyone
everything
everywhere
exactly
example
except
experiment
experiments
far
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few
�fth
�rst
�ve
followed
following
follows
for
former
formerly
forth
four
from
further
furthermore
get
gets
getting
given
gives
goes
going
gone
got
gotten
greetings
had
happens
hardly
has
have
having
hello
help
hence
her
here
hereafter

hereby
herein
hereupon
hers
herself
him
himself
his
hither
hopefully
how
howbeit
however
ignored
immediate
inasmuch
inc
indeed
indicate
indicated
indicates
inner
insofar
instead
into
introduction
inward
its
itself
just
keep
keeps
kept
know
known
knows
last
lately
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later
latter
latterly
least
less
lest
let
like
liked
likely
little
look
looking
looks
ltd
mainly
many
may
maybe
mean
meanwhile
merely
might
more
moreover
most
mostly
much
must
myself
name
namely
near
nearly
necessary
need
needs
neither

never
nevertheless
new
next
nine
nobody
non
none
noone
nor
normally
not
nothing
novel
now
nowhere
obviously
off
often
okay
old
once
one
ones
only
onto
other
others
otherwise
ought
our
ours
ourselves
out
outside
over
overall
own
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particular
particularly
per
perhaps
placed
please
plus
possible
presumably
probably
provides
que
quite
rather
really
reasonably
regarding
regardless
regards
relatively
research
researches
respectively
right
said
same
saw
say
saying
says
school
second
secondly
see
seeing
seem
seemed
seeming

seems
seen
self
selves
sensible
sent
serious
seriously
seven
several
shall
she
should
since
six
some
somebody
somehow
someone
something
sometime
sometimes
somewhat
somewhere
soon
sorry
speci�ed
specify
specifying
still
study
sub
such
sup
sure
take
taken
tell
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tends
than
thank
thanks
thanx
that
thats
the
their
theirs
them
themselves
then
thence
there
thereafter
thereby
therefore
therein
theres
thereupon
these
they
think
third
this
thorough
thoroughly
those
though
three
through
throughout
thru
thus
together
too
took

toward
towards
tried
tries
truly
try
trying
twice
two
under
unfortunately
university
unless
unlikely
until
unto
upon
use
used
useful
uses
using
usually
uucp
value
various
very
via
viz
want
wants
was
way
welcome
well
went
were
what
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whatever
when
whence
whenever
where
whereafter
whereas
whereby
wherein
whereupon
wherever
whether
which
while
whither
who
whoever
whole
whom
whose
why
will
willing
wish
with
within
without
wonder
would
yes
yet
you
your
yours
yourself
yourselves
zero
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